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Why 
Transformers?

Self-Attention is a unique and 
powerful operation!



Recap: What is self attention?



Self-attention allows 
the network to learn 
relationships between 
each segment of the 
input!



Interesting Application



Overall Setup



Multisensory Self-Attention



Dense Packing



Tasks Evaluated: Dense Packing



Real World Example:

http://www.youtube.com/watch?v=sRdx3sa6ryk&t=481


CNN vs Transformer



CNN vs Transformer



Results


