
1

CS 231N Lecture 16:
3D Vision
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Representation Considerations

• Needs to be stored in the computer
• Creation of new shapes

• Input metaphors, interfaces…

• Operations
• Editing, simplification, smoothing, filtering, repairing…

• Rendering
• Rasterization, ray tracing… 

• Animation



Point Clouds

• Simplest representation: only points, no connectivity
• Collection of (x,y,z) coordinates, possibly with normal
• Points with orientation are called surfels
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Point Clouds

• Simplest representation: only points, no connectivity
• Collection of (x,y,z) coordinates, possibly with normal
• Points with orientation are called surfels

• Often results from scanners
• Potentially noisy
• Registration of multiple images



Point Clouds
• Easily represent any kind of geometry
• Useful for large datasets
• Difficult to draw in undersampled regions

• Other limitations:
• No simplification or subdivision
• No direction smooth rendering
• No topological information
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Related Representation: Voxels

• Binary thresholding the volumetric grid
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AI + Shapes

• In 3D …



Princeton Shape Benchmark
• 1814 Models
• 182 Categories

Shilane et al, 2004



Datasets Prior to 2014



…

Datasets for 3D Objects
• Large-scale Synthetic Objects: ShapeNet, 3M models
• ModelNet: absorbed by ShapeNet
• ShapeNetCore: 51.3K models in 55 categories

Chang et al. ShapeNet. arXiv 2015
Wu et al. 3D ShapeNets. CVPR 2015



Object Scan
• 10,933 RGBD scans
• 441 models

Choi et al, arXiv 2016



Pascal 3D+
• Retrieve a nearest-neighbor 3D model for objects in real images
• 8,505 PASCAL images (13,898 instances) + 22,394 ImageNet 

images
• 12 rigid categories, 3,000+ instances per category on average

Xiang et al, WACV 2014



Pix3D
• 10,069 images
• 395 shapes (IKEA furniture + 3D scan)

Sun et al. CVPR 2018, building upon Lim et al. ICCV 2013



Figure from the ShapeNet paper, Chang et al. arXiv 2015



• Fine-grained (+mobility)
• Instance-level
• Hierarchical

Datasets for 3D Object Parts
Fine-grained Parts: PartNet

Mo et al. CVPR 2019
Slide credit: Hao Su



Datasets for Indoor 3D Scenes

• 2.5M Views in 1,500 RGBD scans
• 3D camera poses
• Surface reconstructions
• Instance-level semantic segmentations

Large-scale Scanned Real Scenes: ScanNet

Dai et al. CVPR 2017.  Slide credit: Hao Su



http://svl.stanford.edu/igibson/



AI + Geometry

• P(S) or P(S|c) --- Generative models
• Learning (conditional) shape priors
• Shape generation, completion, & geometry data processing

• P(c|S) --- Discriminative models
• Learning shape descriptors
• Shape classification, segmentation, view estimation, etc.

• Joint modeling of 3D and 2D data
• Large-scale 2D datasets & very good pretrained models
• Differentiable projection/back-projection & differentiable/neural rendering
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Multi-View CNN

Su et al. ICCV 2015



Multi-View CNN

Su et al. ICCV 2015

View 1

View 2

View 3

View N



Multi-View CNN

. . .

Su et al. ICCV 2015

CNN1: a ConvNet extracting image features

CNN
1
CNN
1
CNN
1

CNN
1



Multi-View CNN

. . .

View 
pooling

Su et al. ICCV 2015

View pooling: element-wise 
max-pooling across all views 



Multi-View CNN

. . .

View 
pooling softmax

CNN2: a second ConvNet 
producing shape descriptors 

Su et al. ICCV 2015



Experiments – Classification & Retrieval

Method
Classificatio

n Retrieval
(Accuracy) (mAP)

SPH 68.2% 33.3%
LFD 75.5% 40.9%
3D ShapeNets 77.3% 49.2%
FV, 12 views 84.8% 43.9%
CNN, 12 views 88.6% 62.8%
MVCNN, 12 views 89.9% 70.1%
MVCNN+metric, 12 views 89.5% 80.2%
MVCNN, 80 views 90.1% 70.4%
MVCNN+metric, 80 views 90.1% 79.5%

On ModelNet 
40

Non-dee
p

{

Su et al. ICCV 2015



Multi-View Representations

• Indeed gives good performance
• Can leverage vast literature of image classification
• Can use pertained features

• Need projection
• What if the input is noisy and/or incomplete? e.g., point cloud

Slide Credit: Hao Su



Pixels -> Voxels
• 3D Conv Deep Belief Networks (CDBN)

Wu et al. CVPR 2015



Generative Modeling

Wu et al. CVPR 2015



Volumetric Autoencoders

Brock et al. NeurIPS Workshop 2016



3D-GANs

3
D

shape 
code

shape 
network

3D shape

Wu et al. NeurIPS 2016



Visual Object Networks

3
D

2
D

shape 
code

shape 
network

3D shape

silhouette
viewpoint texture code

2D image

differentiable projection texture network

depth

Wu et al. NeurIPS 2016 Zhu et al. NeurIPS 2018



Editing viewpoint, shape, and 
texture

viewpoin
t

texture

shap
e

shap
e

viewpoin
t

texture

texture

both

shap
e

Interpolation in the latent 
space

shap
eimage 

Transferring shape and 
texture

Zhu et al. NeurIPS 2018



Octave Tree Representations
• Store the sparse surface signals
• Constrain the computation near the surface

Slide Credit: Hao Su



Octree: Recursively Partition the Space

Riegler et al. OctNet. CVPR 2017 Wang et al. O-CNN. SIGGRAPH 2017



Memory (GB)

O-CNNVoxel CNN

Resolution

Memory Efficiency

Slide Credit: Hao Su



Octree Generating Networks

•  

Tatarchenko et al. ICCV 2017
Slide Credit: Hao Su
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(only relatively)



Slide credit: He Wang



Graph NNs on Point Clouds
• Points -> Nodes
• Neighborhood -> Edges
• Graph NNs for point cloud processing

Wang et al. TOG 2019



Message-Passing GNNs are not Geometry-Aware

• Points are sampled from surfaces.

• Ideally, features describe the geometry of underlying 
surface. They should be sample invariant.

• Message-passing GNNs do not address sample invariance.

• Solution: Estimate the continuous kernel and point density 
for continuous convolution (KPConv)

Slide Credit: Hao Su



Kernel Point Convolution (KPConv)

Thomas et al. ICCV 2019



Deformable Kernel for Deformable Objects

Deformable point-based kernel
• 3D version of 2D deformable convolution

Slide Credit: Hao Su



Pixel2Mesh

Cannot change the topology of the template mesh

Wang et al. Pixel2Mesh. ECCV 2018

Learn to deform a template 
mesh



More on Mesh Deformation

Gao et al. SDM-NET: Deep generative network for 
structured deformable mesh. SIGGRAPH Asia 2019

Pan et al., Deep Mesh Reconstruction from Single RGB 
Images via Topology Modification Networks. ICCV 2019

Part-level 
deformation

Modify the topology of 
the template mesh

Slide: Hao Su
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Groueix et al. CVPR 2018

Parametric Decoder: AtlasNet

Given the output points form a smooth surface, 
enforce such a parametrization as input.

MLP(z, u, v) -> point



Results

Groueix et al. CVPR 2018



FoldingNet

Yang et al. CVPR 2018



Assembling Volumetric Primitives

Tulsiani et al. CVPR 2017



Incorporating Shape Structure
Mo et al. 2019

Graph convnets
encode/decode 
variable-degree 
nodes

S
tru

ct
ur

eN
et
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Deep Implicit Functions

Deep Level Sets: Implicit Surface Representations for 3D Shape Inference. 
2019

Liu et al. Learning to Infer Implicit Surfaces without 3D Supervision. NeurIPS 
2019

DeepSDF. CVPR 
2019



Deep Level Sets: Implicit Surface Representations for 3D Shape Inference. 
2019

Liu et al. Learning to Infer Implicit Surfaces without 3D Supervision. NeurIPS 
2019

DeepSDF. CVPR 
2019

Chen and Zhang.
Learning Implicit 
Fields
CVPR 2019

Occupancy 
Networks
CVPR 2019



Neural Radiance Fields (NeRF) for View Synthesis

Input: Many images of the same 
scene

(with known camera parameters)

Output: Images showing the 
scene from novel viewpoints

Image source: Mildenhall et al, “Representing Scenes as Neural Radiance Fields for View Synthesis”, ECCV 
2020
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Next: 
Human-Centered Artificial Intelligence
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