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1. Abstract

Using real-time object detection to improve surveillance
methods is a promising application of Convolutional Neural
Networks (CNNs). One particular application is the detec-
tion of hand-held weapons (such as pistols and rifles). Thus
far, previous work has mostly focused on weapon-based de-
tection within infrared data for concealed weapons. By con-
trast, we are particularly interested in the rapid detection
and identification of weapons from images and surveillance
data. For our project, we used a Tensorflow-based imple-
mentation of the Overfeat network as an integrated network
for detecting and classifying weapons in images. Our best
performance was achieved on Overfeat-3 with 93% training
accuracy and 89% test accuracy with adjusted hyperparam-
eters.

2. Introduction

Gun violence in metropolitan areas of the United States
remains stubbornly high, despite decades of gun control ef-
forts. Many gun-related crimes, including armed assault
and robbery, occur in public places with existing surveil-
lance systems. However, most systems rely on constant hu-
man supervision; this often demands an unrealistic amount
of vigilance, and can be expensive and ineffective when
multiple video streams are present.

The increase of video surveillance in public spaces and
the proliferation of body cameras for police can potentially
be leveraged for gun detection systems. Video systems
could alert police and surveillance personnel when a gun
is detected in real time, resulting in prompter action.

Our approach addresses the problem of real-time detec-
tion. To guide our project, we first set out to find the most
efficient metric for our task. For our baseline model, we
used a VGG-16 based classification model pre-trained on
the ImageNet dataset. [6] The ImageNet dataset is an ob-
ject detection dataset comprised of about 1.3 million im-
ages with approximately 1,000 object classes. In tandem
with the ImageNet dataset, we fine-tuned our own dataset of
about 3,000 weapon-based images, pulled from the Internet
Movie Firearm Database, [citation] home-made videos, and

frames from select surveillance- or news-based YouTube
videos. This was so that each image would contain weapons
in a variety of different contexts, situations, orientations,
and distances. We trained these on a Tensorflow-based ver-
sion of the Overfeat Convolutional Neural Network archi-
tecture. [7]

There are several challenges pertaining to this specific
task that we faced during the design of our project, includ-
ing (but not limited to):

• The event in which a weapon or part of a weapon is
hidden from view by another object (e.g. another hand)
or an issue pertaining to the surrounding environment
(e.g. poor lighting)

• There are a variety of different types, shapes, and sizes
of weapons, leading to a variety of different image
sizes and bounding box sizes

In addition, when working with video specifically, there
is the added difficulty of locating an object in real-time. Do-
ing so is reliant on the confidence of the classifier. In other
words, the classifier does not register an object as a weapon
unless its confidence that that the object is a weapon is
above a certain threshold. This often slows down real-time
classification.

We found that our best model was the Overfeat network
after adjusting the learning rate from 0.001 to 0.0003 and
the confidence threshold from 50% down to 30%.

3. Related Work
Our project differs from some other Object Clas-

sification problems in two respects: firstly, we are
concerned with real-time detection, and thus are es-
pecially concerned with the speed of classification;
secondly, we are especially concerned with accuracy,
since a false alarm could result in very adverse re-
sponses. In choosing the right approach, we need to
make the proper trade-off between accuracy and speed.

Weapon Detection Research
There is some existing research on weapon detection in
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image and video data. We have reviewed image classifi-
cation research including the analysis of infrared data for
concealed weapons [2], the detection of violent scenes in
movie data [4], and gun detection in body camera videos
[?]. While most research in the field have not employed
deep learning/neural net techniques, this paper has: Ol-
mos, Tabik, and Herrera investigate automatic gun detec-
tion in surveillance videos, triggering an alarm if the gun is
detected (Automatic Handgun Detection Alarm in Videos
Using Deep Learning) [6]. The project implements an R-
CNN in order to detect the action sequence of a hand-
gun being drawn. Their implementation confirms the find-
ings of Moez Baccouche and his team, who found that
video action sequences could be effectively trained with 3-
D CNNs (spatio-temporal features), and then classified us-
ing R-CNNs.[1] Olmos, Tabik, and Herreras research spec-
ifies further areas for improvement, including video pre-
processing (adjusting contrast and luminosity to improve
results).

Fast R-CNN Olmos et. al have proposed a detection
system that uses a trained Faster R-CNN. They note two
classification approaches: the sliding window approach and
the region proposals approach.

As a result, Olmos et. al use a region proposals approach
with a much higher classification speed of 2s/image (with
a Fast R-CNN). Olmost et. al have also created a useful
dataset of 3000 gun images, which we used in our own
implementation. They also conclude that additional work
needs to be done to test other classifiers such as GoogLeNet
Overfeat.

YOLO YOLO treats the object detection problem as a
regression problem, instead of having a normal pipeline of
region proposals and classification. This leads YOLO to
perform extremely quickly in real-time, but at the cost of
some accuracy: YOLO is able to achieve 63.4% mAP at
22 ms latency. [12] However, the research done by Wang
et. al has noted that YOLO has been noted to have major
accuracy issues in real-time object detection, especially
with ”skinnier objects like traffic signs, bottles and plants”.
[13]

GoogLeNet OverFeat GoogLeNet Overfeat uses a
sliding-window approach to detection. Thought it has been
criticized for its speed (which could be a major problem
for detection). Overfeat uses the sliding window approach,
which considers a very large (104) number of windows in
a single image. While it achieves high accuracy, it can be
impractical for detection problems due to its speed (at 14s
per image, it would result in a very delayed detection).[8]

Tensorbox : Tensorbox is an implementation of
GoogLeNet-Overfeat with two independent FC layers for
softmax and regression. It has shown promising applica-

tions for real-time object detection in videos, and player-
tracking in basketball. The project is developed and main-
tained by Stanford PhD student Russell Stewart.[7]

4. Methods

Data Collection and Preprocessing: We first down-
loaded 3,000 images for the training set and 500 images for
the validation set from IMFDB, a movie internet firearms
database. Approximately 2,735 of these images were use-
able, as a number of these images had weapons that were
occluded by darkness or rendered unseeable due to blurri-
ness or scale. We sorted 2,535 of these images into our
training set and 218 of these images into our test set. We
resized all images to 640 x 480 such that they were compat-
ible with the provided TensorBox framework. We then used
a script to set bounding boxes around each firearm within
each image. The script output the x, width and y, height of
each respective bounding box to an output script. We then
reformatted the output script to be used as a json using a
separate script. To find the names of the images that ulti-
mately werent used, a separate script was run that located
the difference between images in training set and images
used in the training set json file. Those images were moved
to an unused images folder so as not to stall the training
process.

Set class no. total images
all 2 2753
train 2 2535
test 2 218



Figure 1. GoogLeNet Architecture

Baseline: For our baseline, we used the VGG-16 clas-
sifier, the largest VGGNet architecture, pre-trained on Im-
ageNet as a baseline (courtesy of the theano library, with
Keras on the front-end). We tested the classifier on 200
self-collected images of various guns (the final dataset is
currently being compiled). 79 of these images were classi-
fied as rifles (class score of 762 in VGG), and 121 of these
images were classified as revolvers (class score of 763 in
VGG). Our baseline achieved a 58% accuracy on revolver
classification and 46% on rifle classification.

Overfeat Implementation / Parameters We decided to
implement Overfeat through Tensorbox. Then, we trained
by adjusting our hyperparameters in three distinct ways:

• Overfeat 1: 50% confidence threshold, learning rate

0.001

• Overfeat 2: 50% confidence threshold, learning rate
0.0003

• Overfeat 3: 30% confidence threshold, learning rate
0.0003

We noticed that decreasing our confidence threshold re-
sulted in a more rapid change of bounding box sizes as our
data was training.

Results: Overfeat-3 consistently performed the best on
training with an accuracy of 93%

Model Train Acc Test Acc
VGGNet 0.57 0.46
Overfeat-1 0.62 0.56
Overfeat-2 0.69 0.64
Overfeat-3 0.93 0.89

We believe that this drastic difference was directly at-
tributable to the confidence threshold used. When the clas-
sifier required more confidence to output a bounding box, it
would have a higher likelihood of not outputting the bound-
ing box at all, whereas with a lower confidence threshold
came a higher likelihood of outputting a correct bounding
box and correctly classifying the weapon in the image.



Figure 2. Orange: Overfeat-1, Blue: Overfeat-2, Purple: Overfeat-
3

5. Conclusion
Our best performance was achieved on Overfeat-3 with

93% training accuracy and 89% test accuracy with adjusted
hyperparameters. Our decreased threshold (0.5 to 0.3 con-
fidence) and increased learning rate gave the classifier the
necessary ’loosening-up’ to make more predictions.

6. Future Work
Unfortunately due to time constraints, we were unable

to optimize for the time performance of classification; each
classification took around 1.3 seconds, which is likely too
long for any live video feed through a surveillance or body
camera; more work is needed to test the available classifiers
and optimize performance for both accuracy and speed.
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