
 

 

 
Abstract 

 
RGB-D sensors, such as Microsoft Kinect sensor, can 

provide us depth information which might be useful to do 
multiple object detection. With this facility, we propose a 
new method to detect multiple objects more accurately in a 
single image with depth information. We first try to detect 
object on different depth layers. We also plan to estimate 
the conditional probability of whether an object exists 
given the existence of another object and their distance.  

1. Introduction 

1.1. Proposal 

Multiple object detection is a fundamental as well as 
challenging topic in computer vision. Multiple objection 
detection can be used in image retrieval, automated driving, 
surveillance, etc. Compared with single objection detection, 
multiple object detection is more challenging due to 
occlusion, deformation and so on. 

Meanwhile, recently available RGB-D sensors, such as 
Microsoft Kinect RGB-D sensor, are able to provide depth 
map of objects. Will it help multiple object detection? We 
think this makes it possible to do multiple object detection 
more accurately since depth information is useful for 
segmentation or handling occlusion.  

We want to do multiple object detection using the depth 
information. Since the effective depth sensor range of 
Kinect is between 0.8m to 3.5m, we will narrow our 
problem on indoor objects. Firstly, we want to apply classic 
object detection algorithm [1] on the training dataset. In 
this way, we can get several object detectors. Secondly, 
using these object detectors and the depth map, we can 
detect objects on different depth layer and thus got more 
accurate results. Thirdly, we might also include depth 
information in training process. That means we can 
estimate the conditional probability of whether an object 
exist given the existence of another object and their 
distance. 

We plan to use ImageNet as training database, and use 

Kinect to collect RGB-D images to test the performance of 
our algorithm. To evaluate our results, we will compare [1] 
with our results on the same color-only dataset. We  might 
also compare our result with results from [2] or [3] on a 
small dataset collected by ourselves. They either did 
multiple object detection or dense object detection. More 
specifically, we will evaluate the precision and recall of 
different objects as well as the overall precision and recall.  
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2. Appendix 
My course project is part of a larger job in vision lab at 

Stanford. 
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