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1. Introduction

Within the field of object classification, the
goal of nearly-infallible classification is to main-
tain an accuracy level of 1 − ε. For relatively
small ε on any dataset of reasonable size, this
is not feasible with current state-of-the-art clas-
sifiers. However, if a semantic hierarchy exists,
then one can achieve 1− ε accuracy by predicting
that certain examples are members of more gen-
eral classes, such as “Dog” instead of “German
Shepherd” and “Object” instead of “Animal”. The
goal of this work is both to examine the efficacy of
such a prediction scheme under varying choices
of features and to incorporate today’s state-of-the-
art classification algorithms into an infallible sys-
tem.

1.1. Reward Metric

Formally, the objective for (strong) infallibility
is

maximize
f(x)

E
x,y
rf(x)[f(x) ∈ π(y)]

subject to ∀x E
x,y
[f(x) ∈ π(y)] ≥ 1− ε

where x is an input image, y is its correct class
as a leaf node in the semantic hierarchy, rf(x) is a
reward associated with class f(x), and π(y) is the
path from y to the root node in the hierarchy.

1.2. Data

The data that will be used, at least initially,
is a subset of 57 leaf nodes in the ImageNet [1]
dataset. The ultimate goal would be to run the fi-
nal algorithm on all of the ImageNet dataset. As
the ImageNet dataset is semantically very rich,
this could conceivably become a system capable
of classifying any object with high accuracy.

1.3. Algorithms

The current approach to nearly-infallible clas-
sification uses Locality-constrained Linear Cod-
ing [3] for features. The first step would then
be to reproduce those results independently, af-
ter which other state-of-the-art methods can be
examined. Exactly which algorithms are chosen
depends on further reading. One such candidate
is Object Bank [2], although certainly others are
feasible as well. It might also be interesting to ex-
amine how well some weaker classifiers perform,
if only to prove that infallibility can be achieved
with any set of features, albeit with a smaller re-
ward.
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