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Abstract

This project investigates the efficiency and effectiveness of using an adapted template matching method based on gradient grids for detecting transparent objects in various types of backgrounds. Quantization and other methods are used to optimize the method, to achieve real-time object detection, which would prove important for applications such as robotics. 

//TODO: edit and improve wording, include results summary
1. Introduction
Object recognition has been primarily centered about objects that have a lot of information: color, texture, corners, etc. When given a reference object to detect, features are usually extracted such that the descriptors contain a lot of information. Both learning-based [4-5] and template matching [6-7] methods can then be used to classify or detect the reference object in test images by measuring some similarity of descriptors in reference and test images. However, these methods typically suffer from either expensive computation and long training times, or a lack of robustness. In addition, when the background is cluttered, the reliability of detection drops.
The problem worsens when an object has little meaningful information, for example, if it was texture-less; not many such informative features can be extracted, so detecting that object would more difficult and not very robust. What remains prominent is the contour of the object, which can be discovered and described by image gradients. An adapted template matching method has been used in [1-2] to detect texture-less objects and has been shown to be faster and most robust than methods such has HoG and DOT. It is of interest to use a similar method to detect transparent objects which are also texture-less. 

There’s an additional challenge when these objects become completely transparent. The “color” of the object becomes the color of the background behind and probably becomes useless information for detecting that transparent object. Thus, this project aims to use a template matching method using gradient grids, eliminating color information, to detect transparent objects. 
In the rest of the paper, we first detail the problem and technical approach, then examine the results of detection for various test images.

2. Problem Statement
We want to use efficient template matching without color information to detect transparent objects. We first collected the training data to form our model templates, which consists of a set of 2D images of two transparent reference objects against a clean and uncluttered background. The objects were captured from multiple viewpoints because we want the object detection to be invariant to viewpoint. A binary mask was created for each of these images to create a model template free of background clutter. 


Figure 1. Example of a training reference image. //TODO: add more images to form a panel, and add masks.
The model templates will be used on test images of numerous levels of difficulty: images free of background clutter, images with some background clutter, images with a lot of background clutter, images with a range of occlusion extents. We expect that detection will be close to error-free on uncluttered backgrounds, but with good detection rates even in cluttered backgrounds. Efficiency of the method will be measured based both on the percentage of objects detected as well as the false positives.
3. Technical Approach
3.1. Model Template Calculation
Because we are detecting transparent objects, color does not contribute to useful information, and may in fact result in more false positives when the background is cluttered. Thus, we would like to exploit only the gradient of the image. The gradients are calculated in the standard way in both the x and y directions, and then normalized to remove the variance of gradients due to contrast and illumination changes. 
To improve speed and robustness, the gradients are then quantized into 8 distinct bins – 0 degrees to 180 degrees – based on their angles. Because images are always going to have noise, we “spread” the gradients by assigning the gradient of one individual pixel to be the maximum of the gradients in a 3 x 3 neighborhood of the pixel, and throw away gradient values below a certain threshold.

 To increase efficiency and speed, gradients are stored using a binary string per pixel, each of which maps to a similarity response to a range of gradients. This is the similarity measure mentioned below. Thus, the similarity response of a quantized gradient can be obtained by just looking up a hash table.
3.2. Similarity Measure
The similarity measure aims to robust both to background clutter, and small translations and deformation. For the quantized gradient of each pixel, instead of merely measuring the difference between the gradient orientation of the reference object pixel and the test image pixel, we search in an 8 x 8 neighborhood of the corresponding pixel in the test image, for the pixel with the most similar gradient orientation. This is not done in standard methods such as DOT, HoG or SIFT.
E(I, T , c) = SUM(r∈P) {max_(t∈R(c+r)) |cos(ori(O, r) − ori(I, t))|} --- (1)

//TODO: change this to a real word equation.
To detect an object, we impose a threshold on the similarity measure, and only pixels with higher similarities than this would outline the contour of the object we are interested in, in the ideal case.
4. Results and Discussion

Preliminary results show that it is possible to detect transparent objects using quantized gradients, but there are many bugs I need to sort out to make sure the program is robust. As expected, there are many false positives when the background is cluttered, but the increase is not exponential.
If time permits, I would also like to include other information such as depth from a Kinect sensor to help with object detection, because the depth measured of a transparent object will often not make sense. Coupling this information with the gradient similarity measure may improve the detection results.
5. Conclusion

// TODO
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